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The quotient of an n-dimensional vector variable or vector-valued function x with a scalar variable t 

equals 

𝐱

𝑡
:= (

𝑥1
𝑡
,
𝑥2
𝑡
, . . . ,

𝑥𝑛
𝑡
). 

The quotient of a scalar variable x with an n-dimensional vector variable or vector-valued function t 

equals 

Δ𝑥

Δ𝐭
: = (

𝑥

𝑡1
,
𝑥

𝑡2
, . . . ,

𝑥

𝑡𝑛
). 

The quotient of an n-dimensional vector variable or vector-valued function x with an independent n-

dimensional vector variable or vector-valued function t equals 

𝐱

𝐭
:= (

𝐱

𝑡1
,
𝐱

𝑡2
, . . . ,

𝐱

𝑡𝑛
) =

(

 
 

𝑥1
𝑡1

⋯
𝑥1
𝑡𝑛

⋮ ⋱ ⋮
𝑥𝑛
𝑡1

⋯
𝑥𝑛
𝑡𝑛)

 
 
. 

The derivative of an n-dimensional vector function x with respect to an independent scalar variable t 

equals 

𝐝𝐱(𝑡)

𝑑𝑡
≔ (

𝑑𝑥1
𝑑𝑡
,
𝑑𝑥2
𝑑𝑡
, . . . ,

𝑑𝑥𝑛
𝑑𝑡
). 

The directional derivative of a scalar function x with respect to an independent n-dimensional vector 

variable t equals 

𝑑𝑥(𝐭)

𝐝𝐭
: = (

𝜕𝑥

𝜕𝑡1
,
𝜕𝑥

𝜕𝑡2
, . . . ,

𝜕𝑥

𝜕𝑡𝑛
), 

The directional derivative of an n-dimensional vector-valued function x with respect to an n-dimensional 

vector variable t equals 

∂𝐱(𝐭)

∂𝐭
: = (

∂𝐱

∂𝑡1
,
∂𝐱

∂𝑡2
, . . . ,

∂𝐱

∂𝑡𝑛
) =

(

 
 

∂𝑥1
∂𝑡1

⋯
∂𝑥1
∂𝑡𝑛

⋮ ⋱ ⋮
∂𝑥𝑛
∂𝑡1

⋯
∂𝑥𝑛
∂𝑡𝑛)

 
 
, 

The matrices are square Jacobian matrices, whose (i, j)th entry is 

𝐉𝑖𝑗 =
∂𝑥𝑖
∂𝑡𝑗
 𝑜𝑟 

∂𝑡𝑖
∂𝑥𝑗
. 

The inverse function theorem states that the matrix inverse of the Jacobian matrix of an invertible 

function is the Jacobian matrix of the inverse function. 


